1. INTRODUCTION

Silicon nitride as one of the most practical engineering ceramics has been widely applied as a high-temperature structural material. Several advantages such as high resistance against thermal shock and corrosion, high strength, lower density in comparison with a metallic component, and bio-compatibility make it popular as a structural material in cutting tools, gas turbine, diesel engine, precision bearings and biomedical applications [1–5]. Several methods such as hot-pressed silicon nitride (HP-SN), hot isostatic pressed silicon nitride (HIP-SN), sintered silicon nitride (SSN), gas partial sintered silicon nitride (GPS-SN), reaction bonded silicon nitride (RBSN), and sintered reaction bonded silicon (SRBSN) have been introduced for producing silicon nitride samples [6]. In this study, the RBSN method is investigated.

RBSN, which is also known as the direct nitridation of silicon, is one of the most economical methods to produce the silicon nitride for near net shape formation in comparison with the other methods. Although the RBSN method is cost-effective, it takes time to complete nitriding. In this method, \( \text{Si}_3\text{N}_4 \) is formed by reacting of nitrogen and silicon at temperature between 1250 to 1400°C. For temperatures higher than 1400°C, reaction transfers into the liquid phase and consequently, different mechanisms are operative. Formation of silicon nitride occurs in three kinetic stages. In the first stage, kinetic of reaction is approximately zero because it takes time to initiate the nucleus of silicon nitride. At the second stage, nitridation is progressed by a reaction between silicon and nitrogen based on different mechanisms of reactant diffusion in the inter-particle pores. It should be stated that the most progress in reaction occurs in this stage. At the final stage, diffusion paths into the core of particles are blocked by the reaction products; therefore, reaction gas should find a new path through reaction product to complete nitridation of silicon pellet. As a consequence, the kinetic of nitridation is decreased.

In the entire possible reaction temperature range (more than 1250 °C) [6], thermodynamics shows that the reaction is exothermic. Therefore, reaction progress is not limited thermodynamically. As the reaction progresses, both chemical reaction and sintering in silicon powder cause changes in particles microstructures. This circumstance changes pore
density and affects reaction kinetics. Effective diffusivity of the reaction gas is directly dependent on the tortuosity of silicon pellet. Therefore, the effective diffusivity of gas changes as the reaction progresses. Several parameters like physical properties of silicon pellet (e.g. size, density, pore size, and pore type) and gas properties (composition, flow rate, and pressure) can affect reactant diffusivity. A flexible model that can effectively consider all these parameters is one of the most important issues in simulation and prediction of silicon nitridation kinetic behavior.

Several efforts have been made to model the kinetics of reaction [7–15]. Most of these models have been developed to illustrate gas-solid reactions (without the presence of a catalyst) (e.g. [7], [16–19]). Models are classified into three main groups: pore model [17], particle-pellet model [19], and volume reaction model [16]. The sharp interface model (SIM) [7], [16] has been introduced as a specific condition for gas-solid reactions for the cases that the primary particles are solid and nonporous. The main idea behind this assumption is that the reaction occurs in the sharp interface of reacted and unreacted solids while the reaction takes place in the whole pellet in case of the porous particles. SIM conditions could be applied to both particle-pellet and pore models.

Several models have been developed based on SIM conditions in the last decades. In particular, Chang et al. [9] developed a model which was based on the diffusion-controlled system. They assumed that grains in the pellet are non-porous. They present a linear relationship between conversion percentage and time. Li et al. [8] also considered different parallel reaction mechanisms and used them to develop a predictive model for conversion percentage. Ku and Gregory [20] considered the effect of particles size variations in their mathematical model. On the other hand, the presence of H₂ and O₂ in the reactant gas makes the prediction of reaction kinetic more complicated. In this regard, Dervisbegovic and Riley [21] developed a two-zone model for the reaction of silicon powder compact in the nitrogen/hydrogen atmosphere.

In general, there are different mechanisms that control the kinetics of silicon nitridation during the reaction. Mechanisms involved in the initial stage can be also completely different from the final stage. Furthermore, in the special duration of the reaction, several mechanisms may act in parallel. In this regard, the mentioned analytical models cannot consider all the complex mechanisms involved during the reaction. As a result, there are always remarkable scatter between experimental results and the predictions of mentioned models during the entire reaction or only on a segment of the reaction. On the other hand, several influencing parameters may have effect on the reaction kinetic which make approaching to an accurate solution too hard and time-taking. Tackling such problem, a soft computational method based on regression-based machine learning that can relate the input(s) to the target of the problem can be of great advantage while facing with this kind of case with considerable complexity and non-linearity.

In recent decades, machine learning approaches such as Artificial Neural Networks (ANNs) and ANFIS as the most common soft computing methods have been employed to overcome these limitations in material science (e.g. [22–25]). Results confirmed the superior performance of data mining-based approaches. However, the ANN and ANFIS models do not give enough insight into the generated models and are not as easy to use as the empirical formulas. Among the soft computing methods, the GMDH network is known as a self-organized method to model and discover the behavior of unknown or complicated systems based on given input-output data points (Ivakhnenko 1971 [26]; Ivakhnenko and Ivakhnenko 2000 [27]). The main objective of this study is to investigate the efficiency of the GMDH network for predicting the kinetics of silicon nitridation. The main advantage of GMDH method in comparison with methods like ANN is that the dependencies between input parameters and output parameter are represented in parametric form as an equation while these dependencies are hidden within neural network structures in ANN method. To develop a simple and efficient predictive model based on GMDH, a comprehensive database from literature containing 2186 experimental results is applied. The developed GMDH model related the conversion percentage of silicon to the time, temperature, nitrogen percentage, pellet size, and silicon particle size. The developed GMDH results are also compared with the two most common existing models through statistical error indicators. The relative importance of significant parameters dealing with conversion percentage is also investigated through sensitivity analysis. The
robustness of the proposed GMDH model is also verified through a parametric analysis.

2. METHODOLOGY

GMDH has been introduced as one of the effective machine learning methods to detect the nonlinear patterns latent in the database. It was first introduced by Ivakhnenko in 1971 [26]. The nonlinear relationship between input variables and response ones are presented as polynomial forms. In fact, the algorithm chooses the most proper quadratic polynomial term by selecting the best coefficients for considered polynomial terms based on two independent variables at each layer. The GMDH algorithm applies two sets of data, i.e. training and validation, to develop the model. The best outputs are obtained based on the best combinations of independent input variables. To achieve this, a complicated form of the Volterra functional series which is known as Volterra – Kolmogorow polynomial is applied to obtain the best correlation between the response value and the multi-input variables as follows:

\[
y_i = a + \sum_{i=1}^{N_1} b_i x_{i} + \sum_{i=1}^{N_1} \sum_{j=1}^{N_1} c_{ij} x_i x_j + \ldots + \sum_{i=1}^{N_1} \sum_{j=1}^{N_1} d_{ij\ldots k} x_i x_j \ldots x_k
\]  

(1)

Where, \(N_1\) is the number of independent variables. The matrix of Input data which consists of \(N_1\) independent variables and \(N\) response observations is presented in Eq. 2. The left matrix includes response observations and the right one holds \(N_1\) independent variables.

\[
\begin{pmatrix}
y_1 & x_{11} & x_{12} & \ldots & x_{1N_1} \\
y_2 & x_{21} & x_{22} & \ldots & x_{2N_1} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
y_N & x_{N1} & x_{N2} & \ldots & x_{NN_1}
\end{pmatrix}
\]

(2)

The quadratic polynomial term for two independent variables is presented in Eq. 3. For \(N_1\) input variables, the \(\binom{N_1}{2}\) quadratic terms can be developed as follows:

\[
y^\prime_i = a_0 + a_1 x_{ip} + a_2 x_{jq} + a_3 x_{ip} x_{jq} + a_4 x_{ip}^2 + a_5 x_{jq}^2
\]

\(p, q \in \{1, 2, \ldots, \binom{N_1}{2}\}\)  

(3)

The regression method is used to obtain the coefficients of quadratic polynomial terms. To obtain the best fit between prediction and real output observed, the least-squares method is applied. The main objective of the GMDH method is to minimize the square of deviation between the actual outputs and predicted ones as:

\[
\sigma^2 = \sum_{i=1}^{N} [y_i - \hat{y}_i]^2
\]

(4)

In Eq. 4, \(\hat{y}_i\) is the predicted output.

3. MODEL DEVELOPMENT

In this study, a predictive model based on GMDH method is developed to estimate the conversion percentages of Si to Si\(_3\)N\(_4\) in the following reaction:

\[3\text{Si}(s) + 2\text{N}_2(g) \rightarrow \text{Si}_3\text{N}_4(s)\]

(5)

To develop the model, a comprehensive database obtained from the experimental results of Chang et al. is used. The total database consists of 2186 data points. Several effective parameters including time, temperature, pellet size, nitrogen percent, and silicon particle size are considered as input variables. These parameters are known as the most important parameters which affect gas diffusivity. The reactions such as reaction. (5) are classified as a diffusion-controlled reaction, which their kinetics are dependent on reactant gas diffusivity. Therefore, the mentioned parameters are selected as predictive variables for the estimation of the conversion percentage. The ranges of input and output variables are presented in Table 1. The statistical indexes including minimum, maximum, average, and standard deviation are presented for each parameter. The selected ranges for input variables cover practical ranges which the reaction often occurs. In fact, to progress the reaction, special physical conditions can be reached by selecting the values of input variables in the mentioned ranges.

For more illustration, the histograms of input
and output variables for different ranges are shown in Fig.1. It should be noted that the developed model is more reliable in ranges in which data points are more concentrated. In this study, a new parameter is introduced to consider the effect of silicon particle size. This parameter includes five ranges of particle size (PS=1 (particle size<38 µm), PS=2 (38 µm <particle size<45 µm), PS=3 (45 µm <particle size<53 µm), PS=4 (53 µm <particle size<63 µm), and PS=5 (particle size>63 µm)).

Overfitting is one of the most important problems which occurs during the training of the used machine learning methods. Benzhaf et al. (1998) introduced a new method in order to reduce overfitting problem and enhance the generalization capability of the developed model based on these methods. In this method, primary input data sets are randomly divided into train data and test data subsets. The training data is used to develop a new basic model while the test data is used to examine the performance of the developed model. To achieve the best and more generalized predictive model, the performances of the trained model should be the same for both training and testing datasets. To achieve a reliable prediction model several data groups are examined. To reach a reliable model, the maximum, minimum, mean and standard deviations of parameters should reach some stability in the training and testing data subsets. In this study, 2186 data points are used to develop the final model. Therefore, 80% of data (1749 data points) are taken for the training set and the remaining 20% of data (437 data points) used for testing data set.

After data divisions, the training data was applied to the GMDH algorithm and the following equations are derived from the learning step for estimation of conversion percentage as:

### 4. EXPERIMENTAL PROCEDURE

**Layer 1 (Number of Neurons=4):**

\[
X_6 = -260 + 0.29T + 0.25t - 3.7 \times 10^{-3}T - 8.1 \times 10^{-3}T^2 - 0.00044t^2
\]

\[
X_7 = -2.9 + 0.057NP + 0.11t + 0.00094tNP + 0.0002NP^2 - 0.00043t^2
\]

\[
X_8 = 0.47 + 4.2PS + 0.19t - 0.0038tPS - 0.81PS^2 - 0.00042t^2
\]

\[
X_9 = 3.7 - NP + 0.032T + 0.00073TNP + 9.1 \times 10^{-5}NP^2 - 2.1 \times 10^{-5}T^2
\]

**Layer 2 (Number of Neurons=3):**

\[
X_{11} = -1.7 + 0.55X_7 + 0.7X_8 + 0.081X_9X_7 - 0.043X_7^2 - 0.042X_8^2
\]

\[
X_{12} = -1.4 - 0.51X_9 + 0.33X_8 + 0.064X_9X_8 + 0.026X_9^2 - 0.0093X_8^2
\]

\[
X_{13} = -4.2 + 0.5X_9 + 0.42X_8 + 0.069X_9X_8 - 0.025X_9^2 - 0.017X_8^2
\]

**Layer 3 (Number of Neurons=2):**

\[
X_{16} = -0.83 + 0.89X_{13} + 0.31X_{12} + 0.061X_{12}X_{13} - 0.061X_{13}^2 - 0.0067X_{12}^2
\]

\[
X_{17} = -1.1 + 0.7X_{12} + 0.49X_{11} - 0.054X_{11}X_{12} + 0.038X_{12}^2 + 0.0088X_{11}^2
\]

**Layer 4 (Number of Neurons=1):**

\[
CP (%) = -0.61 - 0.35X_{17} + 1.4X_{16} - 0.79X_{16}X_{17} + 0.38X_{17}^2 + 0.41X_{16}^2
\]
The material used for this research was 99.995% silicon powder (D50 = 4.76 μm, Dong-Fang Ref source, China) that was quantitatively characterized by spectrographic analysis before experimental tests. Other additional elements of the powder was consisted of <0.0001% Ca and 0.0002% Mg. In addition, the particle size of silicon powder was measured by PSA (Particle Size Analyzer)(MAL100229, MALVEM) to set the initial conditions of the material. The green powder was compacted in stainless steel die at a pressure of 0.6 MPa to create a dense cylinder of silicon shown in Fig.2. The compacted precursor was then cut into spherical pellets in order to minimize the touching distance between the sample and crucible.

Fig. 1. Histograms of output and input variables

Fig.2. compacted pure silicon after pressing
Taking the feedback of results of the prediction model into account, the completion time of the nitridation reaction was estimated and hence, 20 different time duration was chosen to calculate silicon nitridation percentage at 1573° k.

In order to perform the nitridation process of silicon, a tube electrical furnace was used. Since the oxygen decays the rate of nitridation by the unwanted formation of a thin layer of silicon dioxide, a small amount of hydrogen was purged into the nitrogen to remove the mentioned thin film. In this regard, 5 vol. % H₂ - 95vol. % N₂ composition was used as the reaction gas during the process. Pellet was accommodated in the tube furnace and held there for a specific time period while exposing to reaction gas at 1573°k. The procedure was carried out for 20 different time periods and reaction kinetics in terms of nitridation percentage was measured by pellet weight change and recording its increase after reaction completion.

4.1. Measuring of Nitridation Percentage

Due to the weight increase after reaction with nitrogen gas, the stoichiometric relations based on Equations (7) can be written to express this phenomenon as below. Also, experimental results are summarized in Table 2.

\[ 3Si + 2 N_2 = Si_3N_4 \]  
\[ \Delta W = \text{Weight of } N_i \text{ in } Si_3N_4 (g) \]  
\[ \frac{\Delta W}{2M_{N_2}} = mol_{N} = mol_{Si_3N_4} \]  
\[ \frac{\Delta W}{2M_{N_2}} \cdot 3 = mol_{Si} \]  
\[ \left( \frac{\Delta W}{2M_{N_2}} \cdot 3 \right) M_{Si} = g_{Si} \]  
\[ X = \frac{3M_{Si} \Delta W}{2M_{N_2} W_0} \]  

In abovementioned equations (7 - 12), X represents the reaction percentage, \( \Delta W \) is the weight increase, \( W_0 \) is the pellet initial weight, \( M_{Si} \) is the molecular weight of silicon and \( M_{N_2} \) is the molecular weight of nitrogen.

5. RESULT AND DISCUSSIONS

In this study, the kinetics for the formation of Si₃N₄ was investigated using both experimental and soft computational approach and the results were compared to one another for verification of the proposed model. In addition, the validated model by experimental observations was compared with the work done by others and improved accuracy and superposition was seen for describing the kinetics of Si₃N₄ formation via reaction bonded method.

Results of XRD patterns and SEM micrographs demonstrate the extent of the reaction and morphology of formed phases. Furthermore, the performance of the developed model is evaluated through statistical error parameters. Then, the most important parameters in the estimation of conversion percentage are determined by using sensitivity analysis. To validate the model further,
the parametric analysis is done to ensure that the results of the developed model are in line with the physical concept latent in the problem.

5.1. Microstructure Analysis

The microstructure of nitrided pellet at 1573 °C after primary preparation was characterized by Scanning electron microscopy presented in Fig.3. Formation of α-Si₃N₄ is believed to have occurred through a vapor-liquid-solid (VLS) mechanism, or simply through a chemical vapor deposition (CVD) process between Si (g) and N₂ (g) reactants that could be considered as the dominant mode of nitride formation under flowing nitrogen condition. The presence of impurities may enhance the formation of α-Si₃N₄. β-Si₃N₄ will also accompany the growth of the nitride layer. This will lead to the nitride forming through a gas-solid reaction in silicon surface due to diffusion of atomic nitrogen along β, or in the presence of liquid phase which may stimulate its production.

![Fig.3. The microstructure of nitrided pellet at 1573°C](image)

![Fig.4. XRD pattern of three pellets which nitrided for a)250, b)100, c)25 min.](image)

5.2. Performance Analysis

To evaluate the performance of the developed GMDH model, four statistical error parameters including bias, root mean square error (RMSE), correlation coefficient (R) and coefficient of determination (R²) are applied. The equations for these parameters are as follows:

\[
\text{Bias} = \frac{1}{N} \sum_{i=1}^{N} (P_i - O_i)
\]

\[
\text{RMSE} = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (P_i - O_i)^2}
\]

\[
R = \frac{\sum_{i=1}^{N} (P_i - \bar{P})(O_i - \bar{O})}{\sqrt{\sum_{i=1}^{N} (P_i - \bar{P})^2 \sum_{i=1}^{N} (O_i - \bar{O})^2}}
\]

\[
R^2 = 1 - \frac{\sum_{i=1}^{N} (O_i - P_i)^2}{\sum_{i=1}^{N} (O_i - \bar{O})^2}
\]
where, $O_i$ is the measured value, $P_i$ stands for prediction values; $N$ is the number of data points, $O_m$ is the mean value for observation and $P_m$ is the mean value of prediction.

The results of the developed GMDH model and the actual experimental observations for training and testing datasets are depicted in Figs. 5 (a) and (b), respectively. Furthermore, the errors and the best fitted normal distribution on these errors are also shown in these figures. As shown, there are good agreement between the predicted conversion percentage by GMDH model and the observed data for both training and testing datasets. This indicates that the generalization capability of the developed model for unseen data points in the range of training dataset is acceptable. On the other hand, the errors of a good predictive model should follow a certain trend and distribution [28]. This feature can be useful for considering uncertainty in a predictive or design model. As indicated in Figs. 5 (a) and (b), the errors of the developed GMDH model approximately follow a normal distribution for both training and testing datasets. Therefore, the uncertainty of the GMDH model can be easily calculated by considering a random parameter with a normal distribution. As it was mentioned previously, four statistical error parameters such as $Bias$, $RMSE$, $R$, and $R^2$ are used.

To quantitatively evaluate the performance of the developed model, the statistical error parameters are presented in Table 3 for both training and testing datasets. In fact, the $R$ parameter indicates the correlation between predicted and measured values. If the $R$-value is more than 0.8, it shows that there is a strong correlation between observed and predicted values. However, $R$ sometimes may not necessarily indicate better model performance due to the tendency of the model to deviate towards higher or lower values, particularly when the data range is very wide and most of the data are distributed about their mean values. Therefore, in this study, the coefficient of determination, $R^2$, is used because it can give the unbiased estimate and maybe a better measure for model performance. In addition, $Bias$ and $RMSE$ parameters should be close to zero for having accurate results.

According to Table 3, the GMDH model has the same performance for both training and testing datasets. The $Bias$ and $RMSE$ values are the same and close to zero. It should be noted that $Bias$ values for training and testing datasets are -0.01 and -0.11, respectively. This indicates that the GMDH model slightly underestimates the conversion percentage which makes the model conservative in the estimation of this parameter. The GMDH model, respectively, with $R=0.966$ and $R=0.965$ for training and testing datasets, satisfies the criterion for the strong correlation between predicted and observed outputs ($R > 0.8$) [29]. In addition, the $R^2$ values are also close to 1 and have acceptable values for both training and testing datasets.

To schematically illustrate the correlation between observed and predicted outputs, comparisons between experimental results and model prediction for testing, training, and the whole datasets are shown in Fig. 5. In this figure, the best linear regression lines between real and predicted output are also shown. It is clear from this figure that the fitted linear equations are nearly the same as the optimal line of $y=x$. In general, the results
indicates that the developed model has a reliable and sufficient predictive ability. The model has to get the ability to get general knowledge from a set of data by synchronization of weights and bias which is called training. In the case of over fitting, the network memorizes some local rules instead of realistic pattern recognition which yields unwanted chaos in testing phase and finally, indecent modeling.

To further evaluate the performance of the developed GMDH model, its prediction is compared with two common previous models put forward by Li et al. (1997) and Chang et al. (2000). Li et al. (1997) and Chang et al. (2000) are two well-known general models for the prediction of kinetics of silicon direct nitridation and several effective parameters and mechanisms that control the reaction progress are included in their models. Therefore, the mentioned models can be applied as reliable references to evaluate the developed GMDH model. To compare the performances of the models, temperature and nitrogen percentage are selected as 1573 K and 95%, respectively. These values for temperature and gas concentration are the most common reaction conditions which are often used to ensure the occurrence of the reaction. Based on comparison performed between the results of two mentioned models, a cross-validation graph was developed using established GMDH model and real experimental data (Fig. 7). As shown, both models of Li et al. (1997) and Chang et al. (2000) perform well at initial times of reaction and their predictions are in agreement with experimental results. However, their predictions are remarkably overestimated after the time of 75 min. According to this figure, in general, the developed GMDH model showed a remarkable agreement with experimental results for the whole duration of reaction and outperformed the other models.

### Table 3. Validation of the proposed model by Statistical error measures

<table>
<thead>
<tr>
<th>Item</th>
<th>Formula</th>
<th>Condition</th>
<th>Training data set</th>
<th>Testing data set</th>
</tr>
</thead>
<tbody>
<tr>
<td>BIAS</td>
<td>$\frac{1}{N} \sum_i (P_i - O_i) - \sum_i (P_i - O_i) = 0$</td>
<td>$</td>
<td>BIAS</td>
<td>\to 0$</td>
</tr>
<tr>
<td>RMSE</td>
<td>$RMSE = \sqrt{\frac{1}{N} \sum_i (P_i - O_i)^2}$</td>
<td>$RMSE_{\text{test}} = RMSE_{\text{train}}$</td>
<td>2.3458</td>
<td>2.3827</td>
</tr>
<tr>
<td>$R$</td>
<td>$R = \frac{\sum_i (P_i - P) \times (O_i - O)}{\sqrt{\sum_i (P_i - P)^2 \times \sum_i (O_i - O)^2}}$</td>
<td>$R &gt; 0.8$</td>
<td>0.9660</td>
<td>0.9654</td>
</tr>
<tr>
<td>$R^2$</td>
<td>$R^2 = 1 - \frac{\sum_i (O_i - P)^2}{\sum_i (O_i - O)^2}$</td>
<td>$R^2 \to 1$</td>
<td>0.9331</td>
<td>0.9317</td>
</tr>
</tbody>
</table>

**Fig. 6.** Comparison between predicted outputs and experimental results

![Comparison between predicted outputs and experimental results](image-url)
To determine the most important parameters in the estimation of conversion percentage, a sensitivity analysis (ST) was performed. To achieve this, the Gamma Test (GT) is applied. GT is a way to show the degree of an input efficacy on the model outputs. It is often done in a model which is multivariable. In general, selecting the best combination of input variables is one of the most important concerns in the modeling process of intelligent approaches such as GMDH [30]. To illustrate the GT analysis more, suppose the following set as:

\[
x_R \in \mathbb{R}^m \quad \text{is the input vector (m is the number of input variables)}, \quad y_R \in \mathbb{R} \quad \text{is the output vector}, \quad \text{and } M \text{ represents the number of observations recorded in the experimental study.}
\]

In GT analysis, the relationship between input and output variables by considering uncertainty and errors involved in the modeling process can be stated as:

\[
y = f(x_1, x_2, \ldots, x_m) + r
\]

Where, \( f \) is a smooth function and \( r \) is a noise variable with a random nature. In the first step, the GT calculates the \( k \)th nearest neighbor distances for each \( X_i \) vector \((N[i, k])\). Then, the mean square distance to the \( k \)th nearest neighbor \((\delta_m(k))\) and the corresponding gamma function of the output variable \((\gamma_M(k))\) are calculated as follows:

\[
\delta_m(k) = \frac{1}{M} \sum_{i=1}^{M} |X_{N[i,k]} - x_i|^2 \quad 1 \leq k \leq p \tag{18}
\]

\[
\gamma_M(k) = \frac{1}{2M} \sum_{i=1}^{M} |y_{N[i,k]} - y_i|^2 \quad 1 \leq k \leq p \tag{19}
\]

where, \( p \) is the nearest neighbors. At the final step, the relationship between input and output variables is estimated based on a linear regression equation as follows:

\[
y = A\delta + \Gamma
\]

\[
V_{\text{ratio}} = \frac{\Gamma}{\sigma^2(y)} \tag{21}
\]

In Eq. (20), the y-intercept represents the value of gamma and the Gamma value close to zero indicates that the performance of the model is better. The gradient of the mentioned linear equation represents the complexity of the model (the steeper slope, the more complex model). In Eq. (21), \( \sigma^2(y) \) is the variance of the output variable \((y)\) and \( V_{\text{ratio}} \) is a parameter that varies between zero and 1. The value of \( V_{\text{ratio}} \) close to zero indicates that there is a high degree of accuracy in the prediction of output variables by the developed model.

To obtain the order of importance and effectiveness of considered input parameters, six scenarios are considered. In the first scenario, all input parameters are used in the GT analysis. In the next scenarios, all input parameters are excluded one by one from the GT analysis. The variations in gamma parameters such as \( V_{\text{ratio}} \) are calculated after removing each parameter. The more variations \( V_{\text{ratio}} \) indicate the more important of the removed parameter in the estimation of the conversion percentage. In fact, these results are also in agreement with the physics of the reaction. In general, silicon nitride is formed in two phases of \( \alpha-\text{Si}_3\text{N}_4 \) and \( \beta-\text{Si}_3\text{N}_4 \) [31]. Forma-
tion of two phases happens in separate diffusional mechanisms, which are slow and can be affected by different variables. Therefore, reaction time plays an important role which gives a chance to reactants to diffuse through product shell around the particle. Furthermore, the results of Chang et al. (2000), Li et al. (1997), and experimental data indicate that reaction time is directly related to reaction progress. Therefore, the GT analysis has accurately determined the time parameter as the most important parameter.

**Fig. 8. Results of Gamma Test (the values of V\textsuperscript{ratio} for different scenarios)**

The GT analysis also detected the nitrogen percentage as the second important parameter. In fact, the density of silicon nitride nuclei on the reaction interface depends on the amount of adsorbed nitrogen (or silicon). The amount of adsorbed nitrogen is also affected by nitrogen pressure at the reaction interface. As the pressure increases, the amount of adsorbed nitrogen increases at the interface. Higher pressures form more primary Si\textsubscript{3}N\textsubscript{4} nuclei and increase the initial kinetic. Furthermore, high pressure makes diffusion mechanisms faster by increasing the concentration of nitrogen in the inter-particle pores.

Diffusion, which plays as a controlling parameter in the rate determination of some reactions, is also very sensitive to the temperature. The mobility of diffuse reactant highly depends on the temperature variable because of its high activation energy. Previous studies [8–10], [14], [32], [33] indicated that diffusion of nitrogen through the product shell is possible only if nitrogen decomposes into the atomic state. If there is no oxygen, hot surfaces are the only sources for producing the atomic nitrogen. Since nitrogen dissociation requires a lot of energy, diffusion is strongly dependent on the temperature. Another words, it is possible that the reaction takes place in the vapor state. It means that the silicon vapor reacts with nitrogen. In the vapor state reaction, the temperature has the main role in producing enough silicon vapor pressure. In general, the results of GT analysis are in line with previous findings in the literature.

### 5. 4. Parametric Analysis

To better validate the robustness of the developed model, a parametric analysis is performed to ensure that the results of the proposed GMDH model are in line with physical concepts of the reaction kinetics. The methodology of parametric analysis is based on the variation of the model results with changing in one variable while other variables are kept at their average values. As stated in the previous section, time, nitrogen percentage, and temperature were the most important parameters. Therefore, the effect of these parameters were investigated more by applying the paramet-

<table>
<thead>
<tr>
<th>Scenarios</th>
<th>Unconsidered variable</th>
<th>Gamma</th>
<th>Gradient</th>
<th>Standard Error</th>
<th>V-ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Nothing (all inputs are considered)</td>
<td>-4.45E-5</td>
<td>0.5853</td>
<td>6.6159E-5</td>
<td>-0.000178</td>
</tr>
<tr>
<td>2</td>
<td>Time</td>
<td>0.2250</td>
<td>0.0305</td>
<td>0.02945</td>
<td>0.90023</td>
</tr>
<tr>
<td>3</td>
<td>Temperature</td>
<td>0.0339</td>
<td>-0.4474</td>
<td>0.00172</td>
<td>0.1356</td>
</tr>
<tr>
<td>4</td>
<td>Pellet size</td>
<td>0.0079</td>
<td>0.3513</td>
<td>0.000706</td>
<td>0.03163</td>
</tr>
<tr>
<td>5</td>
<td>Nitrogen percentage</td>
<td>0.0682</td>
<td>-1.4864</td>
<td>0.00522</td>
<td>0.2731</td>
</tr>
<tr>
<td>6</td>
<td>Silicon particle size</td>
<td>0.01368</td>
<td>0.1730</td>
<td>0.0009</td>
<td>0.0547</td>
</tr>
</tbody>
</table>
The results of the parametric analysis are presented in Fig. 9. The variation of silicon conversion percentage with reaction duration for four different temperatures ($T=1480, 1510, 1550$ and $1600$ C) and four different nitrogen percentage ($N_2=85, 90, 95$ and $100\%$) are shown in Fig. 9 (a) and (b), respectively. As shown in this fig., the conversion percentage increases as the temperature and nitrogen percentage increase and also the increasing effects of temperature and nitrogen percentage on conversion percentage increase with the progress in the reaction. The increase of conversion percentage with temperature and nitrogen percentage is due to the fact that the silicon nitridation is generally controlled by nitrogen diffusion, which it is also highly dependent on the reaction temperature and reactant concentration. Furthermore, at the initial time of reaction, silicon is directly exposed to reactant gas while the product shell seals the whole side of the pellet as the reaction progresses, and consequently, the diffusion of reactants could be more important. As a result, temperature and nitrogen percentage parameters which can be also have an effect on reactant diffusion show more influence on conversion percentage at later times in comparison with initial stages. In general, it can be concluded from this figure that the developed GMDH model correctly captured these physical patterns. Similar observation is also reported in sensitivity analysis and previous studies [8]–[10], [13]–[15], [20], [32], [33].

6. CONCLUSIONS

In the present study, an effective predictive model based on the group method of data handling (GMDH) is developed to estimate the kinetics of silicon nitride formation. Based on the results, obtained the following remarks can be highlighted:
1. The dependency of involved parameters upon conversion percentage such as time, temperature, nitrogen percentage, pellet size, and silicon particle size was studied using the proposed model.
2. The accuracy of the developed GMDH model was evaluated through statistical error parameters and results of performance analysis indicated that model efficiency with $R^2=0.93$ as a remarkable estimation approach of conversion percentage.
3. The kinetics of the reaction was expressed in terms of reaction rate at $1573$ K and results were compared with two models of Chan (2000), Li (1997) and data of experimental measurement. Results showed that the previous models perform well in initial times of reaction while their predictions are remarkably overestimated after the time of $75$ min. In summary, GMDH model showed superior predictability for the whole duration of the reaction.
4. In order to establish a sensitivity analysis...
for prediction of conversion percentage, the Gamma Test (GT) is applied and it indicated that the time and nitrogen percentage are the most significant parameters. While temperature, silicon particle size, and pellet size are other less important parameters.

5. To verify the results of the developed and its accordance with physical concepts latent in the problem, the parametric analysis was also implemented which confirmed the robustness of the GMDH model in the development of physical patterns both in the present and the previous studies.
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